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Small networks of chaotic units which are coupled by their time-delayed variables are investigated. In spite
of the time delay, the units can synchronize isochronally, i.e., without time shift. Moreover, networks cannot
only synchronize completely, but can also split into different synchronized sublattices. These synchronization
patterns are stable attractors of the network dynamics. Different networks with their associated behaviors and
synchronization patterns are presented. In particular, we investigate sublattice synchronization, symmetry
breaking, spreading chaotic motifs, synchronization by restoring symmetry, and cooperative pairwise synchro-
nization of a bipartite tree.
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I. INTRODUCTION

Chaos synchronization is a counterintuitive phenomenon.
On one hand, a chaotic system is unpredictable. Two chaotic
systems, starting from almost identical initial states, end in
completely different trajectories. On the other hand, two
identical chaotic units which are coupled to each other can
synchronize to a common chaotic trajectory. The system is
still chaotic, but after a transient the two chaotic trajectories
are locked to each other �1,2�. This phenomenon has at-
tracted a lot of research activities, partly because chaos syn-
chronization has the potential to be applied for novel secure
communication systems �3,4�. In fact, synchronization and
bit exchange with chaotic semiconductor lasers has recently
been demonstrated over a distance of 120 km in a public
fiber-optic communication network �5�. In this case, the cou-
pling between the chaotic lasers was unidirectional, the
sender was driving the receiver. For bidirectional couplings,
when two chaotic units are interacting, additional interesting
applications have been suggested. In this case, a secure com-
munication over a public channel may be established. Al-
though the algorithm as well as all the parameters are public,
it is difficult for an attacker to decipher the secret message
�6–8�.

Typically, the coupling between chaotic units has a time
delay due to the transmission of the exchanged signal. Nev-
ertheless, chaotic units can synchronize without time shift,
isochronically, although the delay time may be extremely
long compared to the time scales of the chaotic units. This—
again counterintuitive—phenomenon has recently been dem-
onstrated with chaotic semiconductor lasers �9–12�, and it is
discussed in the context of corresponding measurements on
correlated neural activity �13–16�.

Several chaotic units may be coupled to a network with
delayed interactions. Such a network can synchronize com-
pletely to a single chaotic trajectory, or it may end in a state
of several clusters, depending on the topology of the network
or the distribution of delay times �17–20�. Recently another
phenomenon has been reported for chaotic networks: Sublat-
tice synchronization. If a small network can be decomposed
into two sublattices, then the units in each sublattice can
synchronize to a common chaotic trajectory although they

are not directly coupled. The coupling of one sublattice is
relayed by the chaotic trajectory of a different sublattice. The
trajectories of different sublattices are only weakly corre-
lated, but not synchronized �21�.

In this paper we want to investigate patterns of chaos
synchronization for several lattices with uni- and bidirec-
tional couplings with time delay. There exists a mathematical
theory to classify possible solutions of nonlinear differential
or difference equations for a given lattice �22�. In fact, this
theory stimulated us to investigate patterns of sublattice syn-
chronization as discussed in Secs. III and IV. However, this
theory does not determine the stability of these solutions. But
in order to describe physical or biological dynamic networks,
we are interested in stable patterns of chaotic networks. The
patterns which are discussed in this paper are attractors in
phase space, any perturbation of the system will relax to
these patterns which move chaotically on some high dimen-
sional synchronization manifold. Throughout our paper,
“synchronization” means “stable synchronization.”

We present a collection of different results which show
new relations and phenomena. Some of these examples show
rather unexpected patterns of stable chaos and point to gen-
eral statements. Our results are demonstrated for iterated
maps, for the sake of simplicity and since we can calculate
the stability of these networks analytically. But some of our
relations are rather general, and some of our results have
been seen in other systems by numerical simulations. Thus
we believe that our examples contribute to a general under-
standing of networks of interacting chaotic units.

In particular, in Sec. II we consider the simplest system,
two interacting units with delayed couplings. The phase dia-
gram has already been calculated analytically in Ref. �21�.
Here we show that this phase diagram of mutually coupled
units can be obtained from the phase diagram of a driven
unit. This relation is not limited to iterated Bernoulli maps,
but it holds, for example, for the Lang-Kobayashi rate equa-
tions describing semiconductor lasers as well. This is shown
in Sec. VII.

In Sec. III our previous investigations on sublattice syn-
chronization are extended to chaotic units on asymmetric
rings and on triangular lattices. Speculations on the symme-
try of chaotic patterns are presented. In Sec. IV it is shown
that patterns of a small chaotic system can be transmitted to
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infinitely large lattices with directed delayed couplings. The
complete lattice may relax to a pattern of sublattice synchro-
nization, depending on the coupling strength. The symmetry
of a lattice determines the structure of synchronization pat-
terns. This is demonstrated for chains with four and five units
in Sec. V. Finally, in Sec. VI a different phenomenon is pre-
sented: cooperative pairwise synchronization of a bipartite
tree coupled by a single channel. Section VIII summarizes
the results of this paper.

II. TWO INTERACTING UNITS

We start with the simplest network: two units with de-
layed couplings and delayed self-feedback, as sketched in
Fig. 1. For iterated maps, this network is described by the
following equations:

at = �1 − ��f�at−1� + ��f�at−�� + ��1 − ��f�bt−�� ,

bt = �1 − ��f�bt−1� + ��f�bt−�� + ��1 − ��f�at−�� , �1�

where f�x� is some chaotic map, for example the Bernoulli
shift,

f�x� = �x mod 1 �2�

with ��1. In this case, the system is chaotic for all param-
eters 0���1 and 0���1. � measures the total strength of
the delay terms and � the strength of the self-feedback rela-
tive to the delayed coupling.

Obviously, the synchronized chaotic trajectory at=bt is a
solution of Eq. �1�. Its stability is determined by � condi-
tional Lyapunov exponents which describe the stability of
perturbations perpendicular to the synchronization manifold.
For the Bernoulli map, these Lyapunov exponents have been
calculated analytically �21,23�, and for infinitely long delay,
�→�, one obtains the phase diagram of Fig. 2.

In regions I and II, i.e., for

� − 1

2��
� � �

2�� + 1 − �

2��
, �3�

the two units are synchronized to an identical chaotic trajec-
tory at=bt. Although the two units are coupled with a long
delay �, they are completely synchronized without any time
shift. For �→�, this region is symmetric about the line �
= 1

2 . Typically, already a delay time of �=50 is sufficient to
resemble the analytic results for �→�, i.e., the region of
synchronization approximates the analytic result shown in
Fig. 2. For smaller delay times �, the region of synchroniza-
tion �I and II� changes and is not symmetric around the line
�= 1

2 .
Complete synchronization can be understood by consider-

ing a single unit driven by some signal st:

at = �1 − ��f�at−1� + ��̃f�at−�� + st−�. �4�

If the system is not chaotic, i.e., if its Lyapunov exponents
are negative, then the trajectory at relaxes to a unique trajec-
tory determined by the drive st. For the Bernoulli shift, this
region is defined by the inequality �for �→��

�−
1 + �� − �

��
���̃ �

1 + �� − �

��
�5�

and indicated by II+III in Fig. 2. Since the trajectory which
A relaxes to is uniquely determined by the drive, further
identical units receiving the same drive would relax to the
same trajectory. Thus Eq. �5� defines the region where iden-
tical units which get the same input synchronize to a com-
mon trajectory.

Now let us rewrite Eq. �1�:

at = �1 − ��f�at−1� + ��2� − 1�f�at−�� + ��1 − ��f�at−��

+ ��1 − ��f�bt−�� ,

bt = �1 − ��f�bt−1� + ��2� − 1�f�bt−�� + ��1 − ��f�bt−��

+ ��1 − ��f�at−�� . �6�

Both systems are driven by the identical signal

st−� = ��1 − ���f�at−�� + f�bt−��� . �7�

Comparing Eq. �4� with Eq. �6�, one finds that for

�̃ = 2� − 1 �8�

the interacting units �6� are described by the driven unit �4�.
The phase boundary of the driven system, region II+III �Eq.
�5��, and the phase boundary of the interacting system, re-
gion I+II �Eq. �3��, are connected with each other: With the
mapping of Eq. �8�, one phase boundary can be obtained
from the other. This is not only true for �→� but for any
value of �.

Additionally, this mapping does not only hold for the Ber-
noulli shift but for any chaotic system, provided that the
signal does not change the Lyapunov exponents of the driven
system. Simulations with other maps, e.g., with the tent map
or the logistic map, confirm the applicability of the mapping
�8�. Since the slopes of these maps are not constant, the

FIG. 1. Two mutually coupled units.
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FIG. 2. Phase diagram for �=3 /2 �analytical result�.
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Lyapunov exponents depend on the trajectories; in order to
get trajectories which are comparable to the trajectories of
two mutually coupled units, the driving signal in the driver-
receiver setup must come from an identical unit ct �which
has an increased self-coupling due to the lack of external
couplings�, i.e.,

st−� = ��1 − �̃�f�ct−�� �9�

with

ct = �1 − ��f�ct−1� + �f�ct−�� . �10�

Even for the Lang-Kobayashi equations �24,25�, which de-
scribe coupled semiconductor lasers, we found a good agree-
ment for the mapping �8�; see Sec. VII.

Now let us come back to the iterated Eqs. �1�. Let us
assume that we record the synchronized trajectory at=bt of
two interacting chaotic units, regions I and II of Fig. 2. Now
we insert the recorded trajectory bt into Eq. �1�. How will at
respond to this drive? We find that in region II the unit A will
synchronize completely to the recorded trajectory bt,
whereas in region I the unit A does not synchronize. Al-
though the two interacting units A and B do synchronize, the
unit A does not follow the recorded trajectory in region I.
This shows that bidirectional interaction is different from
unidirectional drive.

III. SUBLATTICE SYNCHRONIZATION

The response of a single chaotic unit to an external drive,
Fig. 2, determines also the phase diagram of a ring of four
chaotic units. Additionally, it shows an interesting phenom-
enon: sublattice synchronization �21�. Consider the ring of
four identical units of Fig. 3. The dynamics of unit A is
described by

at = �1 − ��f�at−1� + ��f�at−��

+ ��1 − ���1

2
f�bt−�� +

1

2
f�dt−���; �11�

the dynamics of B , C , and D are defined analogously.
Note the additional weight 1

2 for the external coupling �to
two neighbors� which causes the total strength of the external
coupling to remain ��1−��.

Obviously, the two units A and C receive identical input
from the units B and D. Consequently, they will respond with
an identical trajectory in regions II and III of Fig. 2. The
same argument holds for the two units B and D, which both
get the same input from A and C. That leads to sublattice
synchronization in region III of Fig. 2: A and C have an

identical chaotic trajectory and B and D have a different one.
Although there is a delay of arbitrary long time of the trans-
mitted signal, synchronization is complete, without any time
shift. The synchronization of A and C is mediated by the
chaotic trajectory of B and D and vice versa. But the two
trajectories have only weak correlations, they are not syn-
chronized. Numerical simulations of the Bernoulli system
with small values of � have shown that there is no general-
ized synchronization either �21,26,27�.

Sublattice synchronization has been found for rings with
an even number of units, for chains and also for other lattices
which can be decomposed into identical sublattices �21�. The
corresponding equations for a general lattice are

xt
j = �1 − ��f�xt−1

j � + ��f�xt−�
j � + ��1 − ��	

k

Fj,kf�xt−�
k � ,

�12�

where Fj,k is the weighted adjacency matrix which has �usu-
ally� a component 1 /zj if unit j is coupled to node k and 0
otherwise, and zj is the number of connections to unit j.

For example, the lattice of Fig. 4 can be decomposed into
three sublattices. For some parameters of the Bernoulli sys-
tem we find sublattice synchronization with three chaotic
trajectories. Again, the synchronized units are not directly
coupled, but they are indirectly connected via the trajectories
of the other sublattices.

The sublattice trajectories, described before, are stable,
i.e., the conditional Lyapunov exponents which describe per-
turbations perpendicular to the synchronization manifold are
negative. Even when the system starts from random initial
states it relaxes to the state of sublattice synchronization �re-
gion III of Fig. 2 for the ring of four units�. The chaotic
trajectories of sublattice synchronization may be depicted as
A
B

B
A . Note that this structure does not break the symmetry of

the ring: the statistical properties of the chaotic trajectory of
A are identical to those of B.

However, there are other solutions of the dynamic equa-
tions, as well. These solutions are classified according to the
theory of Golubitsky et al. �22�. For example, for the ring,
the state A

A
B
B is a solution as well. Such a state breaks the

symmetry of the lattice. But we find that this state is un-
stable. Any tiny perturbation relaxes to the states A

B
B
A in re-

gion III, A
A

A
A in region II, and A

D
B
C outside of II and III. In fact,

we have never found a stable state which breaks the symme-
try of the lattice. Only when the couplings in the two direc-

FIG. 3. Ring of four units.

FIG. 4. Sublattice synchronization in a triangular lattice with
periodic boundaries. The double lines signify bidirectional cou-
plings. The self-feedback is not drawn to simplify the illustration.
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tions of the ring are different, the states A
A

B
B and A

B
A
B are stable

in some �different� parts of the parameter space; see Fig. 5.
Hence we postulate that spontaneous symmetry breaking is
not possible for finite lattices of chaotic units. We are not
able to prove this statement, but we have not found any
counterexample yet.

IV. SPREADING CHAOTIC MOTIFS

The response of a chaotic unit to an external drive, Fig. 2,
points to another interesting phenomenon. Consider a tri-
angle of chaotic units with bidirectional couplings as
sketched in Fig. 6�a�. The equations correspond to Eq. �12�.
Choose the parameters such that the triangle is completely
disordered, but each unit has negative Lyapunov exponents
when it is separated from the two others. �Both conditions
are fulfilled in region III of Fig. 6�b�, which shows analytical
results for the Bernoulli system.� When we record the three

time series at, bt, and ct we find three different weakly cor-
related chaotic trajectories. Now we feed the two trajectories
bt and ct into an infinitely large lattice of identical units with
unidirectional couplings as shown in Fig. 6�a�. Each unit
receives two input signals from two other units. But since all
Lyapunov exponents are negative, the system responds with
the three chaotic trajectories at, bt, and ct. Although the units
of the initial triangle are not synchronized, their pattern of
chaos is transmitted to the infinite lattice. All units of the
same sublattice are completely synchronized without time
shift, although the coupling has a long delay time �. Hence
the chaotic motif, three weakly correlated chaotic trajecto-
ries, can be imposed on an arbitrarily large lattice. Note that
the time for spreading a motif on a large lattice increases
only linearly with the number of units because of the unidi-
rectional couplings.

For some parameters � and �, namely in regions I and II
of Fig. 6�b�, the three units of the triangle are completely
synchronized. In region I, only the three units are synchro-
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FIG. 5. Ring of four units with
two different coupling parameters
�1 and �2. �a� Illustration of the
setup. �b� Phase diagram for Ber-
noulli system with �=3 /2 and �
=11 /20 �analytical result�. The re-
gions of no synchronization are
labeled with a dash �−�.
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FIG. 6. Triangle �three bidirectionally coupled units� with a unidirectionally attached infinitely large lattice. �a� Double lines signify
bidirectional couplings whereas arrows show unidirectional couplings. The self-feedback is not drawn to simplify the illustration. The colors
indicate the synchronization pattern �sublattice synchronization� of region III. �b� Phase diagram for Bernoulli system, �=3 /2. Analytical
result combining �1� the analytical synchronization region for a ring of three units �—� and �2� the region where identical units which are
driven by an identical signal synchronize �– –�.
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nized while the other units remain unsynchronized. In region
II, the other units, too, get synchronized to the triangle �be-
cause all Lyapunov exponents are negative�, so the whole
lattice is completely synchronized.

The phenomenon of spreading motifs is not restricted to a
triangle. For example, a ring of six mutually coupled units
has also a region in the corresponding �� ,�� phase diagram
where there is no synchronization, but where isolated units
have negative Lyapunov exponents, comparable to region III
in Fig. 6�b� �21�. Consequently, the pattern of six chaotic
trajectories can lead to sublattice synchronization with six
different sublattices on a corresponding lattice of chaotic
units with short-range unidirectional couplings.

Again, we want to emphasize that these results are not
based on numerical simulations, but they are analytic results
obtained from calculating the spectrum of transverse
Lyapunov exponents �21�. Of course, we have checked these
results by numerical simulations.

V. SYNCHRONIZATION BY RESTORING SYMMETRY

In general we expect that the larger the network is, the
smaller the region in the parameter space is where the net-
work synchronizes. For example, a ring of N=6 units has a
smaller region of synchronization than regions II and III of
Fig. 2 for N=4. With increasing N �and the slope � being
held constant� synchronization finally disappears completely
�21�. However, we found a counterexample where adding a
unit restores synchronization.

Consider the chain of five units shown in Fig. 7�a� with a
dynamics corresponding to Eq. �12�, where the coupling to
the two outer units has a longer delay time than the internal
couplings, and there is no self-feedback, �=0. Now remove
unit E, Fig. 7�b�, and rescale the coupling to unit D. �Unit D
doubles the input from unit C to compensate for the missing
second neighbor.� In this case, a synchronized solution does
not exist. Numerical simulations of the Bernoulli system and
the laser equations show high correlations between units A
and C with time shift �=�1−�2, and between B and D with
zero time shift, but the correlation coefficient does not
achieve the value one. On the other side, if we add unit E we
restore the symmetry of the chain. In this case we find sub-
lattice synchronization with time shift between the outer
units and the central one:

at = et = ct−�; bt = dt. �13�

If �1 is greater than �2, the central unit is earlier than the
chaotic trajectory of the outer ones, it leads, whereas for the
opposite case it lags behind.

VI. COOPERATIVE PAIRWISE SYNCHRONIZATION

Is it possible to synchronize two sets of chaotic units with
a single coupling channel? In fact, we found such examples
where two sets of chaotic units are bidirectionally connected
by the sum of their units, as indicated in Fig. 8. There are 2N
units, i.e., the number of units on each side is N. Each side is
the mirror image of the other. Only one single bidirectional
signal composed of all N signals from each side is driving
the other side, and this leads to cooperative pairwise syn-
chronization.

In the first setup, Fig. 8�a�, all units are identical, but the
delay times of their couplings are different. The units have
pairwise identical delay times, i.e., Ak and Bk have a coupling
delay time 2�k+� which is enforced by a self-feedback with
delay time �s=2�k+�. Hence for one pair, N=1, we obtain
the phase diagram of Fig. 2, where the two units are com-
pletely synchronized in regions I and II. For a large number
N of units, a unit Aj receives the signal

sj,t = ��1 − ��
1

N
	
k=1

N

f�bk,t−��j+�k+��� �14�

and vice versa. Note that the signals sj,t for different j are
only time shifted by � j; only one common signal �for each
direction� has to be transmitted over the channel. Note also
that a unit Ak receives only a weak signal of the order 1 /N
from its counterpart Bk. Nevertheless, we find that the net-
work synchronizes to a state of pairwise identical chaotic
trajectories, ak,t=bk,t ;k=1, . . . ,N. For the Bernoulli system,
the region of pairwise synchronization is similar to region II
of Fig. 2. There is no synchronization among units of the

(a)

(b)

FIG. 7. Symmetric �a� and asymmetric �b� chain without self-
feedback and with two different time delays.

(a)

(b)

FIG. 8. Setups where each unit on one side is coupled to all
units of the other side. �a� There are N different delay times which
are pairwise identical for one unit of side A and one unit of side B.
�b� There are N different shifts in the Bernoulli map which are
pairwise identical for one unit of side A and one unit of side B. The
shaded dots indicate that the signals of each side of the tree are
summed up and a single signal is transmitted to the other side and
there distributed �second shaded dot� among the units.
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same side. Each unit receives the sum of all chaotic trajec-
tories, but it responds only to the tiny part which belongs to
its counterpart. The synchronization is a cooperative effect.
As soon as a single unit is detuned, the whole network loses
synchronization.

The second setup, Fig. 8�b�, is similar to the first one but
allows analytical calculations. In this second setup, all delay
times are identical, while each unit of one side has a different
shift 	k, k=1, . . . ,N, in its shifted Bernoulli map, see Eq.
�15�; the shifts are pairwise identical for unit Ak and the
corresponding unit Bk so one side is again the mirror image
of the other side. The shifted Bernoulli map is defined by

f	�x� = ���x + 	��mod 1. �15�

Each A unit receives the signal

st = ��1 − ��
1

N
	
k=1

N

f	k
�bk,t−�� �16�

and vice versa. Analytical calculations are possible for this
second setup because the delay times are equal—in contrast
to the first setup—and the different shifts in the map do not
hamper the calculations. If the Bernoulli maps were not
shifted, the units would all be identical. Then in regions II
and III of Fig. 2, all units of the same side would synchro-
nize, a1,t=a2,t= ¯ =aN,t; b1,t=b2,t= ¯ =bN,t because they re-
ceive the same input. Then one would effectively get two
coupled units A and B �which synchronize in regions I and
II�, so in region II all 2N units would be synchronized. For
shifted Bernoulli maps, the units of the same side are not
allowed to synchronize by definition. Nevertheless, the sta-
bility analysis regarding the linearized equations is not af-
fected by the different shifts, meaning that the same pertur-
bations still are damped in the same regions; the only
difference is that due to the shifts, most of the trajectories are
not allowed to come close together. Only the pairs of corre-
sponding units can synchronize, ak,t=bk,t, and so they do in
region II.

VII. ANALOGY OF LASER EQUATIONS
TO ITERATED MAPS

Besides iterated maps, we considered the Lang-Kobayashi
equations, which describe the dynamics of semiconductor
lasers optically coupled to their own or/and to the light of
other semiconductor lasers. We used them for simulations in
the following form, according to Ref. �25�:

d

dt
E0,j�t� =

1

2
GNnj�t�E0,j�t� +

Csp
�NSol + nj�t��
2E0,j�t�

+ �E0,j�t − ��cos��0� + 
 j�t� − 
 j�t − ���

+ � 	
k=1

Nlasers

wj,kE0,k�t − ��

�cos��0� + 
 j�t� − 
k�t − ��� , �17�

d

dt

 j�t� =

1

2
�lefGNnj�t� − �

E0,j�t − ��
E0,j�t�

sin��0� + 
 j�t�

− 
 j�t − ��� − � 	
k=1

Nlasers

wj,k
E0,k�t − ��

E0,j�t�

�sin��0� + 
 j�t� − 
k�t − ��� , �18�

d

dt
nj�t� = �p − 1�
Nsol − 
nj�t� − �� + GNnj�t��E0,j

2 �t� ,

�19�

where E0,j�t� and 
 j�t� are the amplitude and the slowly
varying phase of the electric field Ej�t�=E0,j�t�exp
i��0�
+
 j�t��� and nj�t� is the carrier number above the value for a
solitary laser, j=1, . . . ,Nlasers. The strength of the self-
feedback is determined by �, while the strength of the exter-
nal coupling is defined by �. The equations above cover the
general case of Nlasers coupled semiconductor lasers, where
the network structure and coupling strengths are determined
by the weightings wj,k, which are normalized so that the
strength of the total input for each laser is the same,
	k=1

Nlaserswj,k=1 for each laser j �28�. The parameters Nsol, GN,
�, �lef, 
, �, p, �0, and Csp are chosen according to Ref. �25�.

In a very simplified form, the equations above read

d

dt
x = �internal dynamics� + ��self-feedback�

+ ��external coupling� . �20�

Comparing Eqs. �1� and �20� yields a relation between the
parameter space of the Lang-Kobayashi equations, 
� ,��,
and the parameter space of the maps, 
� ,��, if the two fol-
lowing conditions are considered: �i� The ratio of the self-
feedback to the external coupling should be the same in both
cases. �ii� The ratio of the time-delayed terms to the internal
dynamics should be the same in both cases. These two con-
ditions yield the following transformation:

� =
�

� + �
, � =

� + �

v
. �21�

The second condition �ii� is not properly defined because the
Lang-Kobayashi Eqs. �20�—in contrast to the iterated Eqs.
�1�—are differential equations and the internal dynamics is
not only the first term on the right-hand side of Eq. �20� but
is also contained in the current state x. Therefore the denomi-
nator v in Eq. �21� is not given and has to be chosen reason-
ably. We took v=180 ns−1 so � is between 0 and 1 �because
the sum �+� �the strength of the re-injected light� should not
exceed the value of v=180 ns−1 in our case�.

In order to measure synchronization, we averaged the am-
plitudes of the electric fields, E0,j, in 1 ns intervals and cal-
culated the unshifted, �=0, cross correlation function de-
fined by
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Cxy
� =

�xtyt−�
 − �x
�y

��x2
 − �x
2��y2
 − �y
2

. �22�

A cross correlation over 0.99 can be regarded as synchroni-
zation in the case of lasers.

Figure 9 shows both the parameter transformation, Eq.
�21�, from 
� ,�� to 
� ,�� and the mapping, Eq. �8�, from
two mutually coupled units to driven ones. From the com-
parison of this figure with Fig. 2, the analogy of laser equa-
tions to iterated maps can be seen. Besides the analogy of
features described in Sec. II, one can also find this analogy
for the features described in Secs. III, V, and VI.

VIII. SUMMARY

Small networks of chaotic units with time-delayed cou-
plings show interesting patterns of chaos synchrony. These
patterns are stable attractors of the network dynamics.

A collection of several lattices is investigated which show
new and unexpected kinds of chaotic patterns. Surprisingly,
some of these complex patterns can already be understood in

terms of a single driven unit, given by the phase diagram of
Fig. 2.

The phase diagram of two and four units with mutual
couplings has been related to the properties of a single driven
chaotic unit. Two interacting units with self-feedback can
synchronize completely, without time shift, even if the delay
time is extremely large. When the chaotic trajectory of two
interacting units is recorded and used to drive a single iden-
tical unit, it turns out that the driven unit synchronizes only
in a small part of the phase diagram. Hence interaction is
different from drive.

Sublattice synchronization is found for lattices which can
be decomposed into a few sublattices. Each sublattice is
completely synchronized, but different sublattices are only
weakly correlated. Synchronization is relayed by different
chaotic trajectories. The trajectories of each sublattice have
identical statistical properties. Thus the symmetry of the lat-
tice is not broken. There are solutions of the dynamic equa-
tions which break the symmetry of the lattice. However, we
always found that these solutions are unstable. Hence we
postulate that stable patterns of chaos synchrony possess the
symmetry of the corresponding lattice. We are not able to

0 20 40 60 80 100 120 140
(ns )

(ns )

λ −1

−1

0

20

40

60

80

100

120

140

σ

(a)

0 0.2 0.4 0.6 0.8 1
ε

0

0.2

0.4

0.6

0.8

1

κ

(b)

0 0.2 0.4 0.6 0.8 1
ε

0

0.2

0.4

0.6

0.8

1

κ∼

(c)

0 0.2 0.4 0.6 0.8 1
ε

0

0.2

0.4

0.6

0.8

1

κ

(d)

FIG. 9. Phase diagrams for the Lang-Kobayashi laser equations. Every circle or point represents one simulation. Open circles ��� show
a cross correlation C�0.99, which can be regarded as synchronization in the case of the laser equations. Figure �a� shows results for two
mutually coupled lasers, A�B, before applying transformation �21�, whereas �b� shows the same diagram after the parameter transforma-
tion. The synchronization region of two mutually coupled units �b� can be mapped �using Eq. �8�� to a region �c� which is similar to the
synchronization region of a driver-receiver system �d�, A�←S→A. After the parameter transformation �21�, the synchronization regions for
the Lang-Kobayashi equations, �b�, �c�, and �d�, look very similar to the ones for the Bernoulli maps, Fig. 2.
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prove this statement, but we have not found any counterex-
ample yet. Synchronization depends on the symmetry of the
network. When the symmetry of an asymmetric chain is re-
stored by adding units, sublattice or complete synchroniza-
tion is restored, too.

Finally, a bipartite network, where the two parts are
coupled by a single mutual signal, shows pairwise complete
synchronization, whereas the units of each part do not syn-
chronize. Each unit responds to the weak contribution of its

partner in the other part of the network. Pairwise synchroni-
zation is a cooperative effect: Detuning a single unit destroys
the synchronization of the whole network.
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